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Abstract

This paper examines the extent and consequences of downward nominal wage rigidity
using administrative worker-firm linked data for a large U.S. state. The distribution of
nominal hourly wages changes of job stayers exhibits substantially less asymmetry and a
smaller spike at zero than has been previously documented based on survey data. During
the Great Recession, the proportion of job stayers experiencing a wage cut rose markedly,
followed by a sustained increase in the proportion of wage freezes as the economy recovered.
We also document a fairly symmetric distribution of hours changes in the data, with cyclical
cuts in hours for job stayers. As a result, the distribution of nominal earnings changes of
job stayers is more symmetric, meaning workers face higher annual earnings risk than is
reflected in the wage change distribution. We rationalize these findings with a model of
downward wage rigidity that features selection effects from both hiring and separations. We
then exploit the worker-firm link of the data and find that during the Great Recession, firms
with indicators of downward nominal wage rigidity had systematically higher job destruction
and separation rates and lower job creation and hiring rates.
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1 Introduction

There is a long-standing argument in macroeconomics dating back to Keynes (1936) that nominal

wages are difficult to adjust downward and that, as a result, firms lay off more workers in response

to adverse shocks than they would otherwise. Further, as posited by Tobin (1972), if this downward

rigidity pertains to nominal wages, moderate levels of inflation may “grease the wheels of the labor

market” by making the constraint bind less often, thereby exerting a positive effect on economic

activity.

The Great Recession of 2008-09 with its large rise in unemployment and concurrent decline in

inflation close to zero brought renewed interest in this Downward Nominal Wage Rigidity (DNWR)

hypothesis. Empirical studies based on survey data by Daly and Hobijn (2014), Elsby et al. (2016),

and Fallick et al. (2016) indicate that the proportion of wage freezes increased noticeably between

2006 and 2011 while the proportion of job stayers with wage cuts remained relatively stable. This

evidence led some researchers to conclude that DNWR has played an important role for both the

large decline in employment during the Great Recession and the subsequent slow recovery (e.g.

Daly et al., 2012). In parallel, a growing number of papers incorporate DNWR as a constraint

into modern macro models to investigate its consequences.1

In this paper, we use administrative worker-firm linked data to provide new evidence about

the extent and consequences of DNWR for the United States. We focus on three key questions:

1. What are the characteristics of the wage change distribution of job stayers and is the evidence

for the Great Recession consistent with DNWR?

2. How do hours and earnings adjust relative to wage rates and how does this affect the impli-

cations of DNWR?

3. Do firms with indicators of DNWR exhibit different employment dynamics during the Great

Recession than unconstrained firms?

The data we use comes from the Longitudinal Employer Household Dynamics (LEHD) program

of the U.S. Census Bureau, which is based on worker-specific records that employers submit every

1A list of recent papers include Kim and Ruge-Murcia (2009); Benigno and Ricci (2011); Abbritti and Fahr
(2013), Eliaz and Spiegler (2013), Schmitt-Grohe and Uribe (2013; 2016; 2017), Daly and Hobijn (2014), Eggertsson
and Mehrotra (2015), Auclert and Rognlie (2016) and Dupraz et al. (2016).
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quarter to state unemployment insurance (UI) offices. We concentrate our analysis on one large,

nationally representative state – Washington – because unlike most other states, Washington’s UI

office requires employers to provide information not only on worker earnings but also on hours,

allowing us to calculate average hourly wage changes for each job stayer. The sample period

available extends from 1998 to 2014 and therefore includes the Great Recession and its aftermath

as well as the 2001 recession.

Our data offers several advantages over household survey data that are commonly used to

assess the wage dynamics of job stayers in the U.S.2 First, the administrative nature of the UI

records means that our data, while not entirely free from error, should not be subject to the

type of rounding and reporting errors that have been shown to affect wage data from household

surveys. Concerns about these issues have led many to question the reliability of results based

on household surveys, with several prominent studies arguing that the incidence of wage cuts is

substantially overstated if the data are not corrected for measurement error whereas other studies

report exactly the opposite. Our data allows us to shed new light on this important debate.3

Second, the earnings records of our data include all forms of monetary compensation paid

to workers. This is crucial when estimating the extent of DNWR since firms may use irregular

payments such as bonuses and overtime pay to incentivize workers and adjust labor costs. In

contrast, the wage data from household surveys typically apply to a more limited earnings concept

(i.e. base pay or usual earnings) and are in certain cases affected by top-coding.

Third and perhaps most importantly, the worker-firm link of our data combined with the

fact that Washington’s UI records cover about 95 percent of private employment in the state

allows us to test in a large sample whether firms with indicators of DNWR have systematically

different employment policies than unconstrained firms. Assessing the consequences of DNWR

has proven largely elusive so far since survey data for the U.S. do not contain information about

2Prominent studies based on either the Current Population Survey (CPS), the Panel Study of Income Dynamics
(PSID), or the Survey of Income and Program Participation (SIPP) include McLaughlin (1994); Card and Hyslop
(1997); Kahn (1997); Altonji and Devereux (2000); Gottschalk (2005); Dickens et al. (2007); Elsby (2009); Daly
et al. (2012); Barratieri et al. (2014); Daly and Hobijn (2014); and Elsby et al. (2016).

3A similar point is made by Lebow et al. (2003) and Fallick et al. (2016) who use firm-based survey data from
the Employment Cost Index (ECI) instead. While measurement issues are much less of a concern for the ECI, its
unit of observation is the job instead of the worker, which makes it less informative for theories of wage rigidities,
and the absence of firm-level employment counts does not allow the type of empirical analysis we carry out with
our data.
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firm employment. Yet, this is the central question since spot wages may not be allocative and

therefore, nominal wage rigidities may not matter for labor market outcomes.4 More specifically,

for DNWR to have played an important role during the Great Recession, it has to impact not

only layoffs, as typically implied by the literature, but also hiring. Indeed, as documented for

example by Elsby et al. (2010), the distinctive feature of the Great Recession is not the increase in

layoffs, which rose sharply in the beginning of the downturn but was about similar in magnitude

to previous severe recessions, but the unusually large and persistent decline in hiring. Our data

allows us to assess this question as we can measure not only net employment growth at the firm

level but also gross hiring and separation rates. Moreover, the LEHD data infrastructure makes

it possible to link the UI records to other important worker and firm-specific control variables, in

particular firm revenue from the Business Register, which should help inference.

The results with regards to our first question are as follows. Consistent with the notion that

firms are reluctant to reduce wages, the wage change distribution of job stayers features a noticeable

spike at zero averaging about 10 percent per year and missing mass to the left of zero. At the same

time, the distribution contains a substantial fraction of wage cuts of about 25 percent per year,

rejecting the hypothesis of perfect (or even near-perfect) DNWR imposed in a number of recent

macroeconomic models. During the Great Recession, the proportion of job stayers experiencing

wage cuts increased to about 30 percent, followed by an increase in the zero spike that peaked at

16 percent in 2010 as private-sector employment in Washington started to recover.5 The delayed

increase in wage freezes concords with the survey-based results in Daly and Hobijn (2014), Elsby

et al. (2016), and Fallick et al. (2016) although the magnitude of the increase is substantially

larger according to our data.

At first glance, the results provide evidence both for and against the view that DNWR was

operative during the Great Recession. On one hand, the increased incidence of wage cuts during

the downturn suggests that DNWR may not be a binding constraint in times of large negative

shocks. On the other hand, the large rise in the proportion of wage freezes as the economy started

to stabilize goes against this interpretation. We try to reconcile these findings through a dynamic

model of firm labor demand subject to DNWR that features long-lived employment relationships

4See Barro (1977) and Hall (1980) for their well-known critique of the importance of nominal wage contracts,
and discussions of labor search models for a modern incarnation.

5A similarly timed but substantially smaller increase in the zero spike occured during the 2001 recession.
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and selection effects from hiring and separations. As in Elsby (2009), DNWR is introduced through

an efficiency wage assumption according to which, workers’ effort reacts negatively to nominal wage

cuts. The model implies that on average, DNWR-constrained firms do not necessarily have higher

separation rates as they hire on average more productive workers. In response to a large negative

productivity shock, however, DNWR-constrained firms account for a disproportionate fraction of

separations. This implies that even though the proportion of both wage cuts and wage freezes

would go up if all workers remained employed, the observed incidence of wage freezes among job

stayers remains about unchanged at first. As the economy recovers, DNWR-constrained firms

delay wage increases as their employees’ past wages are high relative to productivity. This “echo

effect” provides an explanation for the gradual increase in wage freezes that peaks as the recovery

is already underway. Lastly, the model implies that DNWR exacerbates the adverse effects on

hiring of negative productivity shocks, especially in an environment of low inflation expectations.

At least qualitatively, the model can therefore rationalize the observed variations in the wage

change distribution during the Great Recession, thus illustrating that the effects of DNWR may

be more subtle than typically implied.

With regards to our second line of inquiry, the DNWR literature has focused almost exclusively

on labor adjustments at the extensive margin. However, firms also adjust the intensive margin

in response to shocks. This margin, which has been largely neglected by the literature, provides

another channel through which DNWR may affect labor market outcomes. We use our data to

analyze the distribution of hours changes and earnings changes of job stayers and find that both

are much more symmetric with greater mass below zero than the wage change distribution.6 We

also find evidence of cyclical declines in hours, with hours cuts happening more frequently during

both the Great Recession and the 2001 recession. In a formal decomposition, we estimate that

while wage and hours increases contribute on average about equally to earnings increases, hours

cuts account on average for about 70 percent of earnings declines. This suggests that hours are

more flexible downward than wage rates, consistent with the notion that the firm’s wage decision

also affects the intensive margin. By reducing hours in response to adverse shocks, firms may

therefore be able to reduce labor costs even if they are reluctant to cut wages, thereby mitigating

6While part-time workers experience the largest fluctuations in hours, the frequency of hours changes for full-time
workers is also quite large.
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some of the negative effects of DNWR on employment.

Lastly we exploit the worker-firm link of our data to estimate the effects of DNWR on em-

ployment dynamics at the firm level. Informed by our model, we construct wage change distri-

butions at the firm-level and estimate measures of DNWR during the mid-2000 recovery when

selection effects were presumably less important. We then test whether these DNWR measures

are systematically related to firm employment dynamics. Consistent with the model, we find

that DNWR-constrained firms do on average not exhibit different employment growth than un-

constrained firms. During the Great Recession, however, firms with indicators of DNWR have

systematically higher job destruction and separation rates and lower job creation and hiring rates.

These effects are highly significant, even after controlling for firm fixed effects, year controls and

firm-specific revenue changes. Across the different specifications, a firm subject to the average

degree of DNWR experiences about 1 percent lower annual employment growth in 2008 and 2009

relative to a firm with no evidence of DNWR. To put this number in perspective, total non-farm

employment fell about 6 percent in Washington during the Great Recession.

The remainder of the paper is structured as follows. Section 2 describes the linked employer-

employee data for Washington state and how the wage change distribution of job stayers is con-

structed. Section 3 reports distributional features of the aggregate wage, hours, and earnings

change distributions. Section 4 outlines the model that we use to analyze the implications of

DNWR. Section 5 describes the firm-level analysis of how meausres of DNWR relate to employ-

ment change during the Great Recession. Section 6 concludes with a brief review of the results

and directions for future research.

2 Data

The core of our data comes from the Longitudinal Employer Household Dynamics (LEHD) program

for one large U.S. state, Washington. The LEHD consists of worker-specific earnings records that

employers submit every quarter to state Unemployment Insurance (UI) offices. States submit

the UI records to the LEHD as part of the Local Employment Dynamics (LED) federal-state

partnership, along with establishment-level information on industry and location that are collected

as part of the Quarterly Census of Employment and Wages (QCEW). The LEHD program then
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further augments this data with information on worker age, gender, and place of residence using

census, survey, and other administrative records to produce the U.S. Census Bureau’s Quarterly

Workforce Indicators, LEHD Origin-Destination Employment Statistics, and Job-to-Job Flows.7

In this paper we will further enhance the firm-level LEHD micro-data with Census Business

Register data (linked via the federal employer tax identifiers) to incorporate information on revenue

changes at the firm level. Washington is one of a handful of states that collects information on

hours paid (as well as earnings) from employers in their unemployment insurance wage data.8 This

allows us to compute average hourly wage rates per quarter for each workers.

As highlighted in the introduction, our linked employer-employee data has several key advan-

tages over survey-based sources that are typically used to compute wage dynamics for the U.S.

First, the LEHD data is based on administrative earnings records which, while not entirely free

from error or noise, are not subject to rounding and recall errors that plague survey-based measures

and are likely to bias wage change statistics. Second, by definition of UI reporting requirements, UI

earnings include all forms of monetary compensation received throughout a quarter and not just

the base wage (i.e. gross wages and salaries, bonuses, stock options, tips and other gratuities, and

the value of meals and lodging, where supplied).9 Aside from employer-covered benefits, LEHD

earnings therefore capture the total labor cost of a worker to the firm. Third, the worker-firm link

in the LEHD data allows us relate employment dynamics to measures of DNWR at the firm level,

controlling for firm-specific characteristics such as total number of workers, average earnings, av-

erage tenure, or gender, race and age composition. Importantly, the employer level data from the

LEHD can also be linked to firm-specific data from other Census datasets, such as revenue data

from the Business Register. This will be important for the inference conducted in Section 5 of the

paper. Lastly, the LEHD data covers over 95 percent of private-sector workers in the participating

7For a full description of the LEHD data, see Abowd et al. (2009).
8Other states that collect hours information on UI wage data are Minnesota, Rhode Island, and Oregon

(Louisiana has also recently begun experimentally collecting hours data). However, Rhode Island and Oregon
only began collecting hours data relatively recently. Minnesota, which has collected hours data on UI for quite
some time, did not send Census hours data for several years in the middle of our time period of interest. Min-
nesota also appears to have a relatively high non-response rate for hours, relative to Washington, at least in the
files delivered to Census. This paper is part of a larger project at Census investigating the feasibility of using
administratively provided hours data in Census public use data products as more states begin to collect hours
data.

9See http://www.bls.gov/opub/hom/pdf/homch5.pdf
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U.S. states.10 The size of the dataset allows us to cut the sample in several important dimensions

while still having very large samples.

2.1 Hourly wage and earnings changes of job stayers

Our analysis focuses on annual changes in average hourly wages and earnings of job stayers. We

focus on annual instead of quarterly changes because a substantial fraction of workers receive

bonuses and other end-of-year payments that are recorded in a particular quarter but reflect

performance over a longer period of time. These payments are a potentially important component

of labor cost, but their exact timing may not be as relevant for the firm’s employment decision.

We compute the change in the average hourly wage (called ‘hourly wage’ henceforth) in two

different ways. First, we obtain the hourly wage for each quarter by dividing quarterly earnings

by quarterly hours paid and then compute the change in the hourly wage as the log difference

between the hourly wage for a given quarter and the hourly wage for the corresponding quarter

one year later. We call this the four-quarter change. Alternatively, we obtain the hourly wage for

each year by dividing annual earnings by annual hours paid and then compute the log difference

of the average annual hourly wage between two years. We call this the year-to-year change.

For earnings and hours, we could in principle also compute four-quarter changes. However,

firms report to the UI system earnings and hours paid rather than accrued during the quarter.

Whenever the number of pay periods per quarter differs, this results in potentially large spurious

changes in earnings and hours that, absent worker-firm specific knowledge of the pay modalities,

are hard to correct in a precise manner.11 In our inspection of the data we find that on an annual

basis, this pay-period problem largely disappears, which is why we only consider year-to-year

changes in earnings and hours paid.

The 4-quarter change in the hourly wage is close to the one employed by much of the existing

literature, where the hourly wage rate (either reported directly for hourly-paid workers or com-

puted as the ratio of reported earnings to reported hours) refers to a relatively short reference

10State UI data also covers certain employees in state and local government. Our analysis considers workers
employed in private-sector firms, although the analysis could in principle be extended to local and state government
workers.

11As an example, consider a worker with 26 bi-weekly pay periods per year. Two quarters will have six pay
periods and two quarters will have seven pay periods.
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period prior to the interview.12 We use this calculation to compare our results to the existing

literature. The year-to-year change in the hourly wage takes into account wage changes over the

entire two-year period, which makes it less comparable to the existing literature but allows us to

directly relate it to annual earnings changes as well as annual hours changes.

In order to be retained as a job stayer for our analysis, a worker has to remain with the same

firm for at least ten consecutive quarters: the eight quarters for which we compute year-to-year

changes in earnings plus the last quarter preceding the first year and the first quarter following the

second year. These surrounding two quarters are part of the selection criteria so as to ensure that

we consider as job stayers only workers who remain with the firm the entire eight quarters of the

two calendar years. Otherwise, our selection criteria would include workers whose employment

either started during the first quarter of the first year or whose employment ended during the

fourth quarter of the second year, thereby leading to spurious year-to-year changes in earnings.

A potential concern for our analysis is the quality of the hours data. Washington uses hours

worked in the previous year as part of the eligibility requirements for UI, so the UI office is

incentivized to collect accurate and complete information on hours from employers. Hours reported

are generally hours worked, with two exceptions: hours on leave with pay are recorded as hours

worked, and salaried workers only have hours worked reported if they are tracked by the employer;

otherwise employers are instructed to report 40 hours per week. In our inspection of the data, we

find the characteristics of the hours data to be sensible. As Figure A.1 in the Appendix shows,

the distribution of weekly hours for job stayers has a large peak at 40 hours, with 55% of the

mass between 35 and 43 hours; and full-time workers are more likely to have high hourly wages.

The peak at 40 hours suggests that many employers do not track or report hours worked of their

salaried workers; so we will characterize hours as generally representing hours paid rather than

hours worked.13 The distribution of annual hours changes, reported in Figure 4 (discussed in

further detail below), is nicely behaved with 20 to 25 percent of job-stayers experiencing a zero

12For example, for the CPS ORGs used by Card and Hyslop (1999), Daly et al. (2013) or Elsby et al. (2013),
the reference period for the hourly wage / earnings questions is the week prior to the interview. For the SIPP data
used by Gottschalk (2005) and Barratieri, Basu and Gottschalk (2014), the reference period is the month of the
interview.

13For hourly paid workers, this distinction should not matter although one may be concerned more generally
that hours reported by the employer do not reflect effective hours worked. When viewed through the lens of the
model presented below, one can interpret the difference between reported hours and effective hours as worker effort
per hour paid, which the firm tries to manage through its wage policy.

8



hours change over a two-year period, and part-time time workers being much more likely to see

their hours change over time (see Figure A.1 in the Appendix). Finally, a firm-level regression

of the proportion of job stayers with zero hours change can account for almost 70 percent of the

variation across firms, with the main explanatory variables being firm size and industry fixed

effects (e.g. firms in education, finance, and utilities employ a larger proportion of workers with

zero hours change, presumably reflecting the higher share of salaried workers in these industries).

These results make us fairly confident that the hours data collected by Washington UI offices is

of reasonably high quality.

2.2 Sample characteristics

The main sample for the descriptive analysis of hourly wage and earnings changes in Section 3

consists of all 10-quarter job stayers employed in private-sector firms in Washington State between

1998:3 and 2014:1, as described above. For the firm-specific regressions in Section 5, we work with

the subsample of employers that we can match to revenue data from the Business Register and

have at least 50 job stayers over the 2004-2007 period. These sample restrictions are necessary for

the firm-level regressions because we need employers with well-defined wage change distributions to

identify employers with evidence of DNWR. Additionally, we link in revenue data to estimate the

size of demand shocks to the employer using federal tax identifiers (EINS) on both files. However,

we cannot match every employer in the LEHD data to the Business Register using the EIN.

Table 1 reports basic characteristics of employers of all job stayers (Column 1) as well as

employers in the employer-level regression sample (Column 3). For comparison, the characteristics

of employers in Column 1 that match the revenue data are provided in Column 2. The pooled

sample of all job-stayers has a total of 11.8 million observations or about 1 million observations

per year. This is orders of magnitude larger than the sample size of the household surveys with

job-stayer wage information available for the United States. Even in the firm sample used for

the regression analysis, there is a total of 6 million job-stayers over all years, or about 500,000

observations per year. Other than sample size, the principal difference between the stayers sample

and the employer sample used in the firm-level regressions is that employers in the employer-

level sample are much more likely to be mid-size and larger employers, with a small share of the

employer sample representing employers less than 50 employees. As can be seen by comparing
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Columns 2 and 3, this skewness towards larger employers is principally due to our need to restrict

the sample to firms with enough job stayers to estimate a firm-level wage change distribution,

and not from the match to the revenue data. Interestingly, the industry composition of the firm

sample is quite similar as in the sample of all job stayers. Industries with large firms such as

manufacturing, education, and health receive a somewhat larger weight in the firm sample but

overall, these differences look small.

2.3 Histograms and distributional statistics

In the following section, we report results on the hourly wage and earnings change distribution of

job-stayers non-parametrically through histograms. In line with much of the DNWR literature, all

histograms show log changes grouped in 1% bins centered around zero; i.e. the zero bin contains

all log changes between -0.005 and 0.005, which approximately corresponds to changes between

-0.5 and 0.5 percent; the adjacent intervals contain observations in between -0.015 and -0.005,

respectively 0.005 and 0.015; and so forth. In total, we have 51 intervals, with two open-ended

intervals for observations smaller than -0.255 and observations exceeding 0.255.

To characterize the different distributions, we introduce a set of distributional statistics. Let

F (·) be the cumulative density of a wage or earnings change distribution. We define mass at zero

as

M0 = F (0.005)− F (−0.005);

excess zero spike as

ES0 = [F (0.005)− F (−0.005)] + [F (2×median+ 0.005)− F (2×median− 0.005)] ;

and missing mass left of zero as

MM<0 = 1− F (2×median+ 0.005)− F (−0.005).

The second and third statistics are closely related to asymmetry measures that the literature

has associated with DNWR; e.g. Lebow, Stockton and Wascher (1995), Card and Hyslop (1997),

Kahn (1997) or Lebow, Saks and Wilson (2003). Although we will use these indicators to measure
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the degree of DNWR at firms and in the aggregate, we note some nuance in interpreting these

asymmetry statistics as indicators of DNWR. First, even in the absence of DNWR, the wage

change distribution of job stayers may be asymmetric because of asymmetries in the distribution

of worker productivity growth, or non-linearities in the wage setting process that are unrelated to

DWR. Second, as the model in Section 3 illustrates, selection effects from hiring and separation

can affect the wage change distribution of job stayers in important and nontrivial ways.

As additional distributional statistics, we consider the dispersion between the 25th and the 75th

percentile of the distributions; i.e.

D25−75 = P75− P25;

and Kelley’s skewness, which is defined as

KS =
(P90− P50)− (P50− P10)

P90− P10
= 1− 2× P50− P10

P90− P10

Dispersion is an inverse measure of compression that, as Elsby (2008) argued, should be associated

with the extent to which DNWR binds (see Section 4). In turn, Kelley’s skewness is a complemen-

tary measure of asymmetry that allows for an interesting comparison with the work by Guvenen

et al. (2015, 2016) on the distribution of earnings changes in administrative data from the Social

Security Administration (SSA).

3 Aggregate Wage and Earnings Change Distributions

Much of the existing DNWR literature for the U.S. focuses on hourly wage changes. We therefore

start by documenting the hourly wage change distribution of job stayers in our Washington state

data and compare it to estimates obtained in the literature based on survey data. We then examine

the underlying hours change distributions and earnings change distributions.
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3.1 Hourly wage changes

Figure 1 shows the histogram of four-quarter hourly wage changes for job stayers employed by

private-sector firms in Washington, pooled over the 1998-2013 period.14 The distribution features

a noticeable spike at zero of about 10 percent and some missing mass to the left of zero. At the

same time, the distribution contains a substantial fraction of wage cuts, totaling about 25 percent.

While Figure 1 shares similarities with results from U.S. survey data, closer inspection reveals

that our wage change distribution contains fewer zero wage changes and is at the same time more

concentrated. Our wage change distribution therefore looks relatively symmetric. In comparison,

Daly and Hobijn (2014) report based on CPS data that the fraction of workers with the same wage

as one year prior is about 13 percent over the same time period. Since their overall distribution is

markedly more disperse, this implies an excess zero spike that is much larger than in our data.15

According to the PSID and the SIPP, the proportion of zero wage changes relative to the rest of

the distribution is even higher.16

Given the administrative nature of our data, the difference in results suggests that the survey

data may be affected both by rounding error (especially for workers experiencing modest wage

changes), which would exaggerate the spike at zero, and by classical reporting error, which would

result in a more disperse overall distribution. Another potential explanation for the lower spike

at zero in Figure 1 is that, as described above, the earnings records in our data contain all

compensation paid to workers, including overtime pay, commissions and bonuses, whereas the

earnings questions in the different survey datasets typically ask about regular pay only.17 As long

14All results here pertain to four-quarter wage changes for the second quarter (i.e. Q2 relative to Q2 of the
previous year). Alternatively, we could show results pooled over all four-quarter wage changes. This would reduce
the proportion of zero wage changes as wage changes based on the fourth quarter are more variable, presumably
because of irregular earnings that are paid out disproportionally towards the end of the year. See below for
additional discussion.

15The results of Daly and Hobijn (2014) pertain to all workers who report a wage. However, simialar results
obtain when the sample is restricted to job stayers. See the ”Wage Rigidity Meter” website maintained by the
Federal Reserve Bank of San Francisco. Elsby et al. (2016) report results that are broadly similar to Daly and
Hobjin’s although they report wage change statistics only for hourly paid workers, for which the proportion of
zeros is substantially higher. Moreover, their histograms pertain to 0.02 log change bins, which makes their wage
change distributions appear more concentrated than they would be for 0.01 log change bins, which is the bin size
that Daly and Hobijn and we use to report results.

16For the SIPP, see for example Gottschalk (2005) who finds that about 25 percent of job stayers report zero
wage changes per year for the 1986-1993 period. For the PSID, see for example Dickens et al. (2007) who, for
1987, show a similarly disperse wage change distribution as Daly and Hobijn (2014) with a zero spike of about 15
percent.

17In particular, the CPS data that Daly and Hobijn (2014) and Elsby et al. (2016) use do not cover irregular
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as firms adjust irregular pay components more flexibly, this contributes to the smaller proportion

of zero wage changes in our data than in the survey data. In line with this point, we find that

wage change distributions computed from fourth quarter records (i.e. Q4 to Q4), which contain

a dispropoportionate share of irregular compensation, have a lower spike at zero and are more

disperse than the distributions computed based on the other quarters.18

Despite these differences, an important common finding of our analysis and the aforementioned

papers is that wage cuts are far from a rare occurrence. This contrasts with Akerlof et al. (1996),

Altonji and Devereux (2000), Gottschalk (2005) or Barratieri et al. (2014) who argue that due

to (classical) reporting error, the incidence of wage cuts in household survey data is substantially

overstated and that once one corrects for these errors using econometric methods, wage cuts

become the exception and the probability of a zero wage change rises as high as 50 percent per

year. As the above discussion should make clear, this does not imply that measurement error in

household surveys is unimportant. Our evidence simply challenges the notion that measurement

error biases the incidence of wage freezes in household survey data downward. Instead, comparison

between our results and the ones reported in the literature suggest that rounding error may impart

at least as important of a bias in the other direction and that wage cuts are in fact quite common.

Interestingly, this is consistent with results in Smith (2000), Nickell and Quintini (2003) and

Elsby et al. (2016)who find in U.K. data that administrative data feature a substantially lower

incicidence of zero wage changes than household survey data.19

Figure 2 compares the wage change distribution for 2005-2006, two years prior to the Great

Recession, with 2009-2010 as the economy started to recover. Two observations stand out. First

is the marked increase in the share of workers with wage freezes from 7.4 percent in 2005-2006

to 16 percent in 2009-2010. Second is that the wage change distribution shifts noticeably to the

left and becomes more compressed, containing more small wage cuts and raises but fewer large

wage increases in 2009-2010 than in 2005-2006. The increase in the spike at zero during the Great

Recession mirrors the findings by Daly and Hobijn (2014) based on CPS data and has also been

bonus payments and overtime compensation of hourly paid workers.
18This finding is consistent with Babecky et al. (2012) who analyze survey data from 12 European countries and

find that firms frequently use margins other than changes in the base wage to adjust labor costs. Similarly, Altonji
and Devereux (2000) report in a study of personnel files of a large financial corporation that reduction in bonuses
are quite common.

19See Elsby et al. (2016) for a nice discussion of this evidence.

13



noted by Elsby et al. (2016). However, the magnitude of the increase in our data – almost 9

percent – is substantially larger than the 4 percent reported in Daly and Hobijn (2014).

Figure 3 provides further evidence on the variation in the wage change distribution over time.

Panel (a) shows the quarterly time series of the 25th, 50th, and 75th percentile points of the

four-quarter hourly wage change distribution from 1998:3 to 2014:1.20 There is a remarkable com-

pression of the wage change distribution during both the Great Recession and the 2001 recession.

While the 25th percentile remains steady around zero except for a temporary dip to about -3

percent in 2008-2009 when the share of workers receiving wage cuts rises to 30%, the 50th and

75th percentiles decline during both recessions and then gradually shift back up as the economy

recovers.

Panels (b) and (c) of Figure 3 show that there are equally if not more important variations in

the asymmetry of the wage change distribution. As employment contracts at the start of the Great

Recession, the missing mass left of zero drops markedly from about 9 percent to 4 percent before

recovering to its pre-recession level by 2010. Similarly, Kelley’s Skewness drops to zero by the

fourth quarter of 2009 before sharply increasing again. Both of these changes indicate that firms

cut wages more frequently during the depths of the Great Recession. Interestingly, the proportion

of wage freezes remains approximately unchanged throughout that time but then increases as the

economy starts to stabilize, peaking at the previously noted higher level of 16 percent in early

2010 exactly when Washington’s private-sector employment bottoms out and starts growing again.

The excess zero spike remains equally steady at about 4 percent until mid-2009 before growing to

10.7 percent by early 2010. A similarly timed but substantially smaller increase in zero mass and

excess zero spike occurs for the 2001 recession. The compression of wage gains during recessions

and the delayed increase in wage freezes is also highlighted by Daly and Hobijn (2014) except that,

as we noted above, the magnitude of the increase in zero wage changes during the Great Recession

is substantially larger in our data.

Taking stock, while the substantial fraction of wage cuts observed in our data rejects the

hypothesis of perfect (or even near-perfect) DNWR imposed in a number of recent macroeconomic

20In this figure, we display statistics for the hourly wage change distributions for each quarter of the sample
relative to 4 quarters prior; i.e. the statistics pertaining to, say, 2009:3 are for wage changes between 2009:3
and 2008:3. For confidentiality purposes, all released percentile points are fuzzed by taking a 5-percentile average
around the percentile point of interest, e.g. reported medians are the average of the 48th, 49th, 50th, 51st, and
52nd percentiles.
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studies, the noticeable spike at zero together with missing mass left of zero in Figure 1 suggests

that on average, firms are least partially reluctant to cut wages of their employees. The variations

in the wage change distribution over the last decade are at first glance somewhat contradictory

as to whether DNWR was operative during the Great Recession. On one hand, the sharp drop

in asymmetry and the increase in the proportion of wage cuts in the beginning of the Great

Recession would imply that firms are more willing to cut wages in times of large negative shocks

– i.e. exactly when DNWR would have the largest bite – and that as a result, DNWR may not

be as important of a constraint for business cycle fluctuations. On the other hand, the large

rise in the proportion of wage freezes that started in the second half of Great Recession and

extended to when private-sector employment started to recover goes against this interpretation.

Similarly, the increase in compression in the wage change distribution driven primarily by smaller

wage increases is consistent with the argument in Elsby (2008) that DNWR-constrained firms

react to lower growth prospects by giving workers smaller raises, due to the higher risk of being

downward constrained in the future. These observations suggest that the effects of DNWR may

be more subtle than typically assumed in the literature, which motivates our attempt in Section

4 to explore the implications of DNWR more formally through a model.

3.2 Earnings changes and the importance of hours adjustments

Although most of the existing DNWR literature for the U.S. focuses on hourly wage changes,

earnings changes of job stayers are equally relevant. First, worker resistance to wage cuts is often

cited as the source of DNWR. But we might expect workers to be similarly resistant to reductions

in earnings. Second, firms can adjust labor cost not only through wage cuts but also through

reductions in paid hours or temporary furloughs. Hence, the firm’s ability to reduce paid hours

in response to a negative shock may be as important for its employment decisions as the ability

to cut hourly wage rates. Finally, the properties of earnings risk of job-stayers are interesting for

independent reasons as they are a key ingredient for the consumption literature (e.g. Guvenen

et al., 2016).

Due to above mentioned pay-period problem, we only report distributions of year-to-year

changes for earnings and hours. The corresponding distribution in year-to year changes in hourly

wages has the same properties as described above for the distribution of four-quarter changes,

15



but it is somewhat more disperse and has a lower mass at zero. This is unsurprising given that

year-to-year changes consider wage changes over a two year period whereas four-quarter changes

carry only over one year.

Figure 4 shows the distribution of hours changes and earnings changes for 2005-2006 and 2009-

2010. As shown in Panel (a), about 23 percent of job stayers see their hours unchanged. For the

rest, hours changes are relatively small and close to symmetrically distributed. For 2009-2010,

the hours change distribution shifts left with a somewhat smaller proportion of job stayers with

unchanged hours and a larger fraction of job stayers experiencing a reduction in hours.

As Panel (b) of Figure 4 shows, the distribution of earnings changes is much more dispersed

and symmetric than the distribution of hourly wage changes for the same years in Figure 2.21

For 2005-2006, the incidence of earnings cuts is about 27 percent and there is barely an excess

spike at zero. For 2009-2010, the earnings change distribution shifts noticeably to the left, with

the incidence of earnings cuts increasing to 35 percent, which implies that job stayers have higher

downside earnings risk than indicated by the distribution of hourly wage rates.22

Figure 5 provides further evidence about the time variation in the hours change and the earnings

change distribution. Panel (a) confirms that the hours change distribution shifts left during the

Great Recession as well as during the 2001 recession, with both the 25th and the 75th percentile

declining while the median remains steady. As opposed to the wage change distribution, the hours

change distribution bounces back relatively quickly, throughout 2009, while Washington was still

experiencing net job losses. This suggests that as the economy stabilized, firms first increased

hours of job stayers before increasing employment.

As Panel (b) of Figure 5 shows, the left-ward shift in the earnings change distribution during

the Great Recession is more important than the left-ward shift of the hourly wage distribution.

21Relative to a normal distribution centered around the median and with the same standard deviation, the
earnings change distribution remains considerably more concentrated. This is consistent with Guvenen et al.
(2016).

22As mentioned above, most of the literature focuses on hourly wage changes. Hence, there is only little evidence
from survey data about earnings changes. One exception is Elsby et al. (2016) who report earnings change statistics
for salaried job stayers in the CPS. For the period 1998 to 2012, the fraction of zero earnings changes averages
about 12 percent per year and the proportion of earnings cuts averages about 30 percent per year. Both proportions
increase during the Great Recession and its aftermath. Given that we cannot distinguish between hourly paid and
salaried workers, these results are not directly comparable to ours. Nevertheless, it seems safe to conclude that the
proportion of zeros in our sample is substantially lower while the proportion of cuts is somewhat higher, similar to
the comparisons between hourly wage change distributions above.
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This shift occurs about equally for the lower end and the higher end of the distribution, with

proportion of job stayers experiencing an earnings loss rising to 40 percent in early 2009. Panel (c),

in turn, reports Kelley’s skewness of the hours and the earnings change distribution. On average,

hours changes are either symmetric or slightly negatively skewed while earnings changes are on

average positively skewed. During the Great Recession, hours changes become negatively skewed

while earnings changes also skew slightly negatively. We therefore find similar countercyclical

skewness in earnings changes of job stayers as reported in Guvenen et al. (2016). Compared to

their work, our results suggest that concurrent declines in both hourly wages and hours during the

Great Recession lead to an amplified decline in earnings for many job stayers, accounting for part

of the counter-cyclicality in the skewness of earnings changes. Variation in hours are therefore

a potentially important contributor to earnings risk, which is an interesting dimension for the

life-cycle consumption literature that is the focus of Guvenen et al. (2016) analysis.

To further explore the relationship between changes in wages, hours and earnings, we decom-

pose the earnings change for each job stayer i and quarter tinto the corresponding hourly wage

change and hours change; i.e. ∆ln(eit) = ∆ln(wit) +∆ln(hit). Figure 6 represents this decompo-

sition by averaging hourly wage and hours changes for each 1 percent earnings change bin. The

result is quite striking. For job stayers experiencing an earnings cut, on average about 75% of the

earnings cut is accounted for by a decrease in hours and about 25% is accounted for by cut in the

hourly wage. For job stayers experiencing an increase in earnings, by contrast, the split is roughly

50-50 on average.23

We confirm this result in regressions with demographic and firm controls. As Table 2 shows,

the results barely change when we introduce a firm fixed effect (column 4 versus column 2 and 3),

indicating that this phenomenon occurs within firms. While large hours changes are concentrated

among the 1/4th of our job stayers sample that are part-time workers, many full-time employees

have hours that fluctuate from year to year. These hours changes are typically much smaller than

those for part-time workers. But a similar relationship emerges. As column 5 shows of Table 2

shows, reductions in earnings are to a large part accounted for by cuts in hours whereas increases

in earnings are primarily accounted for by increases in the hourly wage rate. The difference in

23Interestingly, for job stayers experiencing a zero earnings change, the average hours change is slightly negative
while the average wage change is slightly positive.
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coefficients between earnings increases and earnings decreases is in fact starker than for all job

stayers.24

Together, these results indicate that due to systematic variations in hours, earnings appear less

rigid than hourly wages. While we cannot say whether this reflects choices made by the workers

or the firm, variations in hours are responsible for a substantially larger part of earnings declines

than variations in wages. Seen through the lens of DNWR, the result suggests that hours are

more flexible downward than wage rates, consistent with the idea that the firm’s wage decision

also affects the intensive margin. By reducing hours in response to adverse shocks, firms may

therefore be able to reduce labor costs even if they are reluctant to cut wages, thereby mitigating

some of the negative effects of DNWR on employment. To our knowledge, this is a point that has

not yet been made by literature.

4 A Model of Downward Wage Rigidity with Selection

Effects

To better understand the implications of DNWR on the wage change distribution of job stayers,

we build a dynamic model with DNWR that features selection effects from both hiring and sep-

arations. As in Elsby (2009), we introduce DNWR through an efficiency wage assumption where

firms set the wage so as to elicit optimal effort by workers. For now, the model abstracts from an

endogenous hours margin although we plan to investigate this possibility in the future versions.

The novelty of our analysis is that we consider not only incumbent workers as Elsby (2009)

does but endogenize hiring and separations. This turns out to have potentially important selection

effects. We then apply the model to analyze the effects of an unexpected negative aggregate shock

on the wage change distribution of job stayers and ask to what extent the model can rationalize

the aggregate evidence presented in Section 3. The model also has important implications for the

specification of the firm-level regressions that we perform in Section 5 to measure the extent of

DNWR and to assess the consequences of DNWR.

24In a set of regressions with year controls, these patterns are shown to be fairly stable over time. The share
of earnings gains attributable to hours changes rises modestly (by about 0.1) in the 2009-2012 period, due to the
leftward shift of the wage change distribution in those years.
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4.1 Environment

There is a unit mass of atomistic workers and an infinite mass of atomistic firms. Time is discrete

and discounted at rate β. The labor market is characterized by search frictions that prevent firms

from replacing workers immediately and at no cost. Once matched, an employment relationship

between a worker and a firm therefore enjoys a surplus that rationalizes wage dispersion and

continued employment relationships even in the presence of wage rigidity.25

The economy enters the period with M−1 new and N−1 existing worker-firm matches, a constant

fraction s of which separate. Firms then observe productivity a, which is idiosyncratic to a worker-

firm match, and decide on whether the employment relationship should be continued or not. In

case of continuation, the relationship generates net revenue ae−w − f for the firm, with f > 0 a

fixed cost and the worker’s effort e being determined by

e = ln(w/b) + cln(W/W−1)1W<W−1 , (1)

where w is the real wage, b some exogenous reference wage level; W ≡ wP the nominal wage,

W−1 last period’s nominal wage in the employment relationship (equal to zero for new hires); and

1W<W−1 an indicator that takes the value of 1 if W < W−1. The parameter c ≥ 0 determines the

extent to which effort reacts negatively to wage cuts and therefore the degree of DNWR. In case

of separation, the firm’s expected value of posting a new vacancy is 0, as implied by the free entry

condition discussed below.

Defining A ≡ aP and B ≡ bP , the firm’s nominal value of an employment relationship with

lagged nominal wage W−1 and nominal productivity A can be expressed recursively as

J(W−1, A) = max
W

{
R(W ;W−1, A) + (1− s)βe−π

∫
max(J(W,A′), 0)dG(A′|A)

}
(2)

where R(W ;W−1, A) = A
[
ln(W/B) + cln(W/W−1)1W<W−1

]
− W − F denotes the firm’s nominal

net revenue; and e−π ≡ P ′/P denotes gross inflation. The firm continues the relationship if

J(W−1, A) ≥ 0 and severs it otherwise.

The model is closed with the definition of labor market flows and the free entry condition as in

25See Hall (2005), Shimer (2005), or Gertler and Trigari (2009) among many others for an elaboration of this
point.
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a standard search model. Employment in the current period is related to employment last period

by

N = (1− s)(1− ρ)N−1 + hM

where ρ and h are the endogenous separation and hiring rates for existing and new worker-firm

matches, respectively. Accordingly, unemployment in the current period is defined as

U = (1− f)U−1 + (1− (1− s)(1− ρ))N−1

where f is the job-finding rate of unemployed workers who are all identical ex-ante. Following

Pissarides (2000), the flow of new matches is governed by a matching function M = m(U, V )

where V denotes the mass of firms posting new vacancies in the current period. This function is

homogenous of degree one, increasing in each of its arguments, concave, continuously differentiable

and satisfies m(U, V ) ≤ min(U, V ). Under random search, the homogeneity implies that a vacancy

matches with an unemployed worker at rate

q(θ) ≡ m(U, V )

V
= m(1,

1

θ
)

which is decreasing in the vacancy-unemployment ratio θ ≡ V/U. Analogously, an unemployed

worker matches with a vacancy at rate

θq(θ) =
m(U, V )

U
,

which is increasing in θ. Hence, the job finding rate is defined as

f = hθ−1q(θ−1).

Finally, firms post vacancies at flow cost κ. When matched, a firm-worker pair draws an idiosyn-

cratic shock from distribution G(A′|A) where Ā denotes average productivity this period. Under

free entry, firms post vacancies until the expected value is zero; i.e.

κ

q(θ)
= βe−π

∫
max(J(W,A′), 0)dG(A′|A)
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For the purpose of the below simulations, we assume as in Elsby (2008) that idiosyncratic

match productivity evolves according to a geometric random walk

lna′ = µ+ lna− 1

2
σ2 + ε′, (3)

where µ is average firm productivity growth; and ε
′ ∼ N(0, σ2) is the idiosyncratic productivity

shock. For the model to have meaningful employment dynamics, we also assume that the exogenous

reference level b grows at the same rate µ. Given that e−π ≡ P ′/P , nominal match-specific

productivity evolves according to

lnA′ = µ+ π + lnA− 1

2
σ2 + ε′. (4)

While other processes could obviously be entertained, this one has the advantage that absent

DNWR and selection effects – to be discussed below – the wage change distribution would be

symmetric. Moreover, the lognormal property of A′|A allows for a analytical solution of the

optimal wage policy under DNWR.

4.2 Optimal employment and wage setting decisions

Since the firm’s problem is concave in W , continuous and increasing in A and decreasing in W−1

with J(W−1, 0) < 0, there is a unique productivity threshold for existing matches AN(W−1) > 0

for which J(W−1, AN(W−1)) = 0. This threshold is increasing in W−1. For productivity draws

A ≥ AN(W−1), the employment relationship is continued; otherwise there is separation. Given a

distribution of W−1, this threshold determines the endogenous separation rate for existing matches

ρ. Similarly, there is a unique threshold for new matches AM > 0 for which J(0, AM) = 0. For

productivity draws A ≥ AM , a new match leads to a hire; otherwise the worker returns to the

pool of unemployed job searchers. The threshold AM determines the endogenous hiring rate h.

The difference to the separation rate for existing matches is that this hiring rate does not depend

on past wages since by definition there is no wage history for new employment relationships.

To analyze the firm’s optimal wage policy, we proceed as in Elsby (2009)with the added com-

plication that the wage policy function needs to take into account the firm’s employment decision.
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The first-order condition of the firm’s problem can therefore be expressed as

(1 + c1W<W−1)(A/W )− 1 + (1− s)βe−πD(W,A) = 0 for W 6= W−1, (5)

where D(W,A) ≡
∫

A(W )

JW (W,A′)dF (A′|A) is the marginal effect of the nominal wage choice on

the future discounted value of the employment relationship. This expression is the same as in

Elsby (2008) except for the important difference that D(W,A) is affected by the employment

threshold A(W ). This considerably complicates the characterization of the function D(·). Despite

this complication, the general structure of the firm’s wage setting policy is as in Elsby (2009):

Proposition 1. Given last period’s nominal wage W−1 and productivity A, the firm’s optimal

wage policy conditional on employment is

W =


U−1(A) if A > U(W−1) Raise

W−1 if A ∈ [U(W−1), L(W−1)] Freeze

L−1(A) if A > L(W−1) Cut

where the functions U(·) and L(·)satisfy

(U(W )/W )− 1 + (1− s)βe−πD(W,U(W )) = 0

(1 + c)(L(W )/W )− 1 + (1− s)βe−πD(W,L(W )) = 0

Of course, this wage policy depends on the employment threshold AN(W−1) for existing

matches; i.e. for all productivity draws A < AN(W−1), the firm optimal policy is to set the

wage to zero and separate. This implies the following characterization for D(·):

Proposition 2. The function D(·) is the following form:

For AN(W ) < L(W )

D(W,A) =

∫ L(W )

AN (W )

[−c(A′/W )] dF +

∫ U(W )

L(W )

[(A′/W )− 1] dF + βe−π
∫ U(W )

L(W )

D(W,A′)dF
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For AN(W ) ≥ L(W )

D(W,A) =

∫ U(W )

AN (W )

[(A′/W )− 1] dF + βe−π
∫ U(W )

AN (W )

D(W,A′)dF

Either case is a contraction mapping in D(·) and thus has a fixed point.

For the particular case of conditional lognormal productivity shocks assumed in (4), this allows

us to derive the following employment and optimal wage policies.

Proposition 3. Given the nominal shock process (4), the optimal employment policy for existing

matches is

AN(W−1) = AN ∗W−1

and the bounds of the optimal wage policy are

L(W−1) = L ∗W−1 and U(W−1) = U ∗W−1

where AN , L, and U are functions of the model parameters.

In other words, the optimal wage policy takes a simple piecewise linear form as in Elsby

(2009) with the added condition that the productivity draw needs to be above a threshold that is

proportional to the past wage.

4.3 Implications

While the model can only be solved numerically, we can nevertheless discuss several important

implications.

1. Absent hiring and separations, DNWR naturally predicts an excess spike at zero and com-

pression of both positive and negative wage changes. To see this, assume counterfactually

that A < AM for new matches and A ≥ AN(W−1) for all existing matches so that there is no

hiring nor separations. In case of no DNWR (i.e. c = 0), the firm’s wage policy consists of

A = W and the wage change distribution inherits the symmetric distribution of idiosyncratic
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productivity changes. Now, impose DNWR (i.e. c > 0) but maintain the assumption that

A > A(W−1) for all worker-firm pairs. As Elsby (2009) shows, in this case U > 1 > L, which

implies that firms freeze the wage for productivity realizations A ∈ [LW−1, UW−1] and ad-

justs wage by less than productivity for the other cases. The compression for negative wage

changes follows naturally from the assumption that wage cuts entail a disproportionateley

negative effort response. The compression for positive wage changes is somewhat less ob-

vious but equally intuitive: firms are forward-looking and realize that a higher wage today

will increase the possibility of wage cuts and the ensuing negative effort consequences in

the future. This pushes firms towards setting wages below what is warranted by current

productivity.

2. The propensity of wage freezes is increasing in the wage levels that firms “inherit” from the

past. To see this, suppose a worker was subject to a negative productivity shock in the

past and experienced a wage cut. Since L < 1, the worker’s past wage was high relative

to its productivity, making it less likely that the worker’s current productivity level will be

sufficiently high to warrant a wage increase. This echo effect, which is a direct consequence

of the dynamic nature of the model, can potentially explain the delayed increase in zero

mass in the wage change distribution that we observed in Section 3as the economy started

emerging from the Great Recession.

3. Hiring and separations introduce selection effects that affect the wage change distribution of

job stayers in potentially important ways. To illustrate the selection effect from separation,

consider one more time the case of no DNWR (i.e. c = 0). While the notional distribution

of wage changes (i.e. if there was no separation) in this case is symmetric, the observed

wage change distribution of job-stayers is skewed to the right because the firm separates

from workers with productivity A < AN . This selection effect carries over to the case with

DNWR except that it not only reduces the mass of wage changes left of the median but

also the observed zero spike. During large unexpected negative shock, DNWR-constrained

firms lay off more workers; as a result, their weight in the observed wage change distribution

decreases and firms administering (large) wage cuts become proportionally more important.

This can potentially explain the increase in wage cuts / drop in missing mass / delayed
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increase in zero spike that we observe during the Great Recession. A downturn also brings

about a selection effect from hiring: new hires are systematically different from the average

employee in that they have a shorter wage history that could constrain current wage setting.

As economy emerges from a downturn, it therefore has a distribution of past wages that is,

on average, lower. DNWR is therefore less constraining.

4. DNWR-constrained firms do not lay off more workers on average than unconstrained firms.

Intuitively, firms that are more DNWR-constrained (i.e. firms with a larger parameter c)

employ on average higher productivity employees than unconstrained firms. This selection

effect means that DWR-constrained firms do not necessarily lay off a larger fraction of their

employees. On the one hand, for a given W−1, the threshold separation is higher for a firm

with more DNWR-constrained workers. On the other hand, employees in DWR-constrained

firms have on average higher period productivity and receive lower wages (because of the

forward-looking nature of the firm) which by itself puts them further away from the layoff

threshold. Hence, comparing layoff rates across firms or time as a function of some measure

of DWR will not necessarily be indicative of the consequences of DWR. DNWR-constrained

firms do, however, lay off more workers in response to large unexpected negative shock.

These implications have the potential to explain the observed time variation in the aggregate wage

change distribution while maintaining the hypothesis that DNWR continued to at least partially

constrain firms’ wage setting during the Great Recession. More generally, selection effects affect

the shape of the wage change distribution in non-trivial ways. Since these selection effects vary with

shocks that hit the firms, asymmetry statistics of the wage change distribution are by themselves

not necessarily indicative of DNWR. It is therefore important to control for these shocks (or better,

the selection effects) when constructing measures of DNWR from the shape of the wage change

distribution.

5 Extent and Consequences of Downward Wage Rigidity

We now exploit the worker-firm linked nature of the LEHD to assess the extent and consequences

of DNWR at the firm-level. This exercise is subject to a number of challenges. First, as illustrated
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by the model from the preceding section, the wage change distribution of job stayers is affected

not only by rigidities in the wage setting process but also by selection effects due to hires and

separations, which are systematically related to average firm growth and other firm- and local la-

bor market attributes. Second, DNWR-constrained firms should hire on average more productive

workers and respond with smaller wage increases to positive productivity shocks than uncon-

strained firms. Hence, it is unclear whether the employment decisions of DNWR-constrained

firms are on average more sensitive to shocks than the employment decisions of unconstrained

firms. We address these issues by estimating measures of DNWR at the firm level for the 2004-

2007 period and then assessing how these DNWR measures relate to firm employment dynamics

during the Great Recession, a large unexpected negative shock to which DNWR-constrained firms

are predicted to respond more negatively than unconstrained firms. To mitigate selection effects,

we control for firm median wage growth during the 2004-2007 period and other firm- and worker

specific variables. We also assess the robustness of our estimates to firm-fixed effects.

An additional challenge is that our analysis requires a sufficient number of job stayers to have

well-defined firm-level wage change distributions. This requirement skews our firm sample towards

larger firms (and smaller and mid-sized firms with relatively low turnover). To reduce this issue,

we pool wage change observations of job stayers in each firm over 2004-2007 and compute the

distributional statistics based on these pooled wage changes. Moreover, we only retain employers

with matched revenue data from the Census Business Register as firm revenue growth is another

important control variable for our regressions. As discussed in Section 2, the resulting employer

sample is naturally biased towards larger firms with higher-earning workers, but the industry

composition and other important attributes remain comparable to the full sample.

5.1 Descriptive regressions

We start with a set of descriptive regressions to analyze the extent to which worker and firm

characteristics predict the different distributional statistics at the firm level. Table 3 reports the

results of the following descriptive regression

zj = α + X
′

jβ + εj (6)
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where zj is a one of the distributional statistics for firm j, and X
′
j is a matrix of firm and worker

characteristics. As the first four rows show, firm size is an important and highly significant

predictor for all distributional statistics: the smaller the firm size, the larger the mass at zero,

the larger the asymmetry (as measured by excess zero spike and missing mass left of zero), and

the more concentrated the distribution of wage changes. This result is interesting and to our

knowledge new. It suggests that smaller firms are on average more DNWR-constrained than large

firms, which is consistent with the predictions of our model. Since our sample for the below

regressions skews towards larger firms, the result also implies that the estimates we obtain should

be considered a conservative indicators of the consequences of DNWR.

The fifth row shows that median wage growth has a negative effect on the mass of zero, the

excess zero spike, and the 25-75 distance, and a positive effect on missing mass. These estimates

are consistent with the predictions of the model and indicate that firm growth (proxied here by

median wage growth) exerts important effects on the wage change distribution. At the same time,

the R2 in all of these regressions remains low despite the fact that we control for industries and a

number of other worker wage and demographic variables. So, there remains substantial variability

in distributional statistics across firms even after controlling for the different variables.

5.2 Regression specifications and data

To assess the consequences of DNWR on employment, we estimate a set of equations relating

changes in firm-specific employment growth to different measures of DNWR and other controls.

We start with a simple specification that links net employment growth of firm j between year t−1

and t, ∆yjt , to firm-specific measures of DNWR:26

4yjt = β1DNWRj + β2DNWRj1GR + δ + X′jtδX + εjt, (7)

where 1GR is a Great Recession indicator taking the value of 1 for the years 2008 and 2009, and

DNWRj is measured as either the excess zero spike, the mass at zero, the missing mass left of

zero, or the 25-75 dispersion of firm j’s wage change distribution over the 2004-2007 period, i.e.

26All growth rates are defined in percent relative to the average over t and t− 1.
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prior to the Great Recession. For firms with negative excess zero spike and negative missing mass

left of zero, we set these measures equal to zero. For now, the different DNWR measures do not

directly control for selection effects that may have occurred during the 2004-2007 period. Instead,

we include firm-specific median wage growth during this time period directly in the control vector

Xjt, which in addition contains firm-specific characteristics as well as a set of year fixed effects.27

Under the assumption that the different measures capture the extent to which firms are constrained

by DNWR and the Great Recession is the result of negative shocks that were unexpected by the

firm, the coefficient β2 can be given a causal interpretation.

In a second specification, we augment (7) with revenue growth as follows:

4yjt = β1DNWRj + β2DNWRj1GR + γ14rev+jt + γ2
∣∣4rev−jt∣∣+ δ + X′jtδX + εjt, (8)

where4rev+jt denotes positive firm revenue growth of firm j between year t−1 and t; and
∣∣4rev−jt∣∣

the absolute value of negative revenue growth.28 The two terms allow for a differential relationship

of employment growth with positive and negative revenue changes. We do not attribute a causal

interpretation to γ1 and γ2 since variations in employment and revenues are generally driven

by both firm-internal shocks (e.g. productivity shocks, changes in regulation or taxation) and

exogenous demand shocks. Instead, we introduce revenue growth to control for the possibility that

the distributional statistics used to measure DNWR pick up variations in revenue (e.g. mitigating

concerns that evidence of DNWR in 2004-2006 may be correlated with the size of the shock to the

firm in 2008-2009).

The third regression specification adds interactions terms between negative revenue growth,

the Great Recession indicator, and the DNWR measures:

27Unless otherwise noted, the firm-specific characteristics are firm size category in t (as defined in Table 3) as
well as industry sector, median wage change, average share of salaried workers, average share of part-time workers,
and average share of female workers over the 2004-2006 period.

28In addition, the vector of controls Xjt includes quadratic revenue terms. Revenue change is measured at the
national level for the firm, while all other indictors are measured at the state-employer level.
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4yjt = β1DNWRj + β2DNWRj1GR + β3DNWRj

∣∣4rev−jt∣∣+ β4DNWRj

∣∣4rev−jt∣∣1GR (9)

+ γ14rev+jt + γ2
∣∣4rev−jt∣∣+ γ3

∣∣4rev−jt∣∣1GR

+ δ + X′jtδX + εjt.

The main purpose of this specification is to assess the extent to which the employment effects of

DNWR differ with the decline in revenue, both during and outside of the Great Recession period.

We estimate specification (9) both without and with a firm-fixed effect. In the latter case, all

time-invariant variables drop out. Aside from annual employment growth as the left-hand side

variable, we also consider the job creation rate, the job destruction rate, the gross hiring rate,

and the gross separation rate. As is common in the literature, job creation and destruction rates

are defined as max(4yjt, 0), respectively max(−4yjt, 0)). The gross hiring and separation rates

are available on a quarterly basis as the share of new employees relative to total employment at

the firm at the end of the quarter, respectively the share of separated employees relative to total

employment at the firm in the beginning of the quarter. We average these quarterly hire and

separation rates over the course of the year.29

5.3 Results

Table 4 reports results for the regressions of employment growth on the excess zero spike as the

measure of DNWR. All regressions are weighted by employment, although results are robust to

working with unweighted observations. Standard errors are clustered at the firm level and reported

in parenthesis below the point estimates. As the estimates for specification (7) in the first column

show, the relationship between employment growth and zero excess spike is overall insignificant,

consistent with the prediction of the model that DNWR-constrained firms do on average not

29By definition, the net employment growth rate equals the job creation rate minus the job destruction rate.
Because the denominators used to compute hiring and separation rates are different from the denominator used to
compute net employment growth (average employment between year t−1 and t) and because we consider quarterly
hiring and separation rates averaged over one year, net employment growth does not equal the hiring rate minus
the separation rate. It should also be noted that separations include both layoffs and quits (in particular job-to-job
transitions). As Haltiwanger et al. (2015) show, it is possible under certain assumptions to distinguish between
these two types of separations in the LEHD. We plan to consider these two types of separations in future versions.
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exhibit different employment growth than unconstrained firms. By contrast, the coefficient on the

excess zero spike interacted with the Great Recession indicator is negative and highly significant,

which again is consistent with the prediction of the model that employment of DNWR-constrained

firms is more negatively affected by unexpected large negative shocks. The point estimate of

−0.314 implies that a firm with an excess zero spike of 4 percent (the average over the 2004-07

period), had about 1.2 percent lower annual employment growth during the Great Recession than

a typical unconstrained firm. Given that total non-farm employment in Washington declined by

6.1 percent during the Great Recession, this effect is sizable.

The second and third column of Table 4 report the results for specifications (8) and (9). The

estimates indicate that the employment growth effect of the excess zero spike during the Great

Recession is robust to the inclusion of revenue growth and the different interaction terms. The

relationship between employment growth and positive and negative revenue growth is highly sig-

nificant and of the expected sign. During the Great Recession, declines in revenue are associated

with larger negative employment growth, which is consistent with the idea that the Great Reces-

sion was also a period of negative news and increased uncertainty about future business conditions.

Interestingly, the estimates show that outside of the Great Recession period, DNWR-constrained

firms with negative revenue growth exhibit only slightly smaller employment growth than uncon-

strained firms with negative revenue growth. This further confirms the notion discussed above that

DNWR-constrained firm are, on average, not more sensitive to shocks than unconstrained firms.

Finally, the very small and insignificant estimate on the three-way interaction term suggests that

the negative impact of the excess zero spike on employment growth during the Great Recession

arises independently of the revenue decline that the firm experiences.

The fourth and fifth column of Table 4 provide robustness checks for specification (9) by

excluding the years 2004-07 (i.e. the years over which the excess zero spike is computed) and

by imposing a firm fixed effect. The coefficient estimates remain essentially unchanged. This is

encouraging – especially for the regression with fixed effects – and indicates that the excess zero

spike does not pick up unobserved firm attributes that are correlated with negative employment

growth during the Great Recession. For all regressions that follow, we impose a firm fixed effect

as we consider this specification as the most convincing.

Table 5 reports estimation results for the relationship between net employment growth and the
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other measures of DNWR. For comparison, the first column displays the results for the regression

with excess zero spike in column 5 of Table 4. Zero mass and missing mass left of zero are both

associated with large and highly significant negative employment growth effects during the Great

Recession whereas the interaction between these indicators and negative revenue changes remains

very small. The 25-75 dispersion indicator also has a large and highly significant employment effect

during the Great Recession although this effect is positive. This is consistent with the prediction

of the model that DNWR-constrained firms have more concentrated wage change distribution

than unconstrained firms. The estimates in this table therefore all afford the same conclusion:

firms with indicators of DNWR had systematically more negative employment growth during

the Great Recession but on average do not exhibit different employment growth dynamics than

unconstrained firms.

Table 6 returns to the excess zero spike as the measure of DNWR and estimates the effect on

finer firm-specific measures of employment dynamics. For reference, the first column shows the

results for the net employment growth regression in column 5 of Table 4. As the second and third

column show, firms with an excess zero spike during the pre-recession period had significantly

higher job destruction rates and significantly lower job creation rates during the Great Recession.

Since by definition, the job creation rate minus the job destruction rate sums to the net employment

growth rate, these estimates illustrate nicely that the DNWR effect on net employment growth

manifests itself both through higher job destruction and lower job creation. This is consistent

with the predictions of the model and suggests that DNWR contributed to the large decline in job

creation, which is one of the most distinctive features in terms of labor market flows of the Great

Recession (see for example Elsby, Hobjin and Sahin (2010)).

To further investigate this point, the fourth and fifth column of Table 6 report the regression

estimates for gross hiring and separation rates. Consistent with the above point, firms with an

excess zero spike have significantly lower hiring rates during the Great Recession.30 In turn, the

excess zero spike is associated with a higher separation rate during the Great Recession although

this effect is smaller and only marginally significant. This could be due to the fact separations

include both layoffs and quits, which are affected in opposite directions by DNWR; i.e. while

30As explained above, the magnitude of the coefficient estates is substantially lower since hiring rates are computed
on a quarterly basis whereas employment growth is computed on an annual basis.
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DNWR-constrained firms are predicted to lay off more workers in response to a large unexpected

negative shock, constraints on the extent to which wages can be cut provide a disincentive for job

stayers to engage in on-the-job search, resulting in a decline in voluntary quits.

6 Conclusion

In this paper we make several new contributions to the literature on DNWR. First, we use linked

employer-employee administrative data for a large, nationally representative U.S. state to analyze

the characteristics of the wage change distribution of job stayers and how this distribution changed

during the Great Recession and its aftermath. Generally we find evidence consistent with some

degree of DNWR in U.S. private sector firms, although wage cuts are far from a rare occurence

and the incidence of wage freezes is low relative to studies based on U.S. survey data. We believe

these differences are driven by two factors: (i) less measurement error in the administrative wage

data; and (ii) a more complete earnings concept that includes both bonuses and overtime pay. We

also find evidence that the incidence of wage cuts has increased and the wage change distribution

has become more concentrated during the Great Recession, followed by a marked increase in the

incidence of wage freezes as the economy started to recover. This last finding is consistent with

what other recent papers in the literature report, although the increase in the incidence of wage

freezes is markedly higher according to our analysis.

Our second contribution is to examine role of hours in mitigating the effects of DNWR for

firms and potentially exposing workers to more downside earnings risk than implied by rigidity

in wages. Here we find evidence that hours change distributions are much more symmetric than

wage changes, with corresponding larger shares of workers experiencing earnings declines. In

future work, we plan to explore this intensive margin in more detail.

Our third contribution is to exploit the employer-employee link of our data to estimate the rela-

tionship between indicators of DNWR at the firm-level and their employment response during the

Great Recession. While concerns that DNWR leads to higher unemployment in recessions is the

principal reason why DNWR is of economic interest, there is little direct evidence of the effect of

DNWR on employment growth. While our results are largely descriptive, we believe they are sug-

gestive that while DNWR constrained firms on average do not differ from non-DNWR constrained
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firms with regards to employment growth, they did have higher rates of net job destruction and

separations and lower rates of net job creation and hiring during the Great Recession. In future

work, we plan to expand this analysis to include how indicators of DNWR relate to wage and

hours dynamics at the firm level.

Our final contribution is to formalize the implications of DNWR through a dynamic model. The

model builds on Elsby (2009) but extends it in important ways to include hiring and separations,

and investigates how this affects the wage change distribution of job stayers in response to an

unexpected negative shock. At least qualitatively, the model can rationalize the empirical patterns

observed in the aggregate data. Furthermore, the model highlights the importance of selection

effects in interpreting DNWR indicators, which informs our empirical regression analysis.
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Tables and Figures

Table 1: Sample characteristics. Washington State sample, 2004-2014

Firm	sample	for	regressions
Washington, SEIN	matches	to	 SEIN	has	50	job	stayers	and
private	sector revenue	data matches	to	revenue	data

Person	year	observations 11.8	million 6.0	million
Average	age 44.1 44
Share	female 46% 45%
Average	hourly	wage $34.81 $36.99
Average	weekly	hours	paid 35.6 36.9
Average	annual	earnings $59,313 $67,269
Median	change	hourly	wage 3.5% 3.8%

N	SEIN	year	observations 1,168,752 751,349 53,395
					-	Share	of	SEINs 100% 64% 5%
					-	Share	of	employment 100% 73% 46%
Employment	share	by	SEIN	size	
					-Less	than	50	employees 33% 32% 6%
					-50-249	employees 23% 23% 28%
					-250-499	employees 9% 9% 12%
					-500-999	employees 8% 8% 11%
					-1000+	employees 26% 29% 42%
Employment	share	by	industry
				-Natural	Resources	&	Mining 0.1% 0.1% 0.1%
				-Trade,	Transportation	&	Utilities 25% 26% 26%
				-Construction 7% 7% 4%
				-Manufacturing 13% 14% 17%
				-Information 5% 5% 7%
				-Finance	Activities 7% 6% 6%
				-Professional	&	Business	Services 14% 14% 11%
				-Educational	&	Health	Services 17% 18% 20%
				-Leisure	&	Hospitality 12% 11% 8%

Notes:	Establishment	counts	are	rounded.	Private	sector	establishment	universe	excludes	sectors	81	and	11	(not	
covered	in	revenue	data).

Job	stayer	characteristics

Firm	characteristics
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Table 2: Hours change regressions. Washington State, 1998-2013

1 2 3 4 5
Change	ln(Annual	Earnings) 0.550**

(0.0004)

Change	ln(Annual	Earnings)	<	0 0.721** 0.722** 0.728**
(0.0008) (0.0009) (0.0009)

Change	ln(Annual	Earnings)	>=	0 0.442** 0.445** 0.451**
(0.0006) (0.0006) (0.0006)

Change	ln(Annual	Earnings)	<	0 0.644**
-	weekly	hours	>=35	in	initial	year	only (0.0007)

Change	ln(Annual	Earnings)	>=	0 0.277**
-	weekly	hours	>=35	in	initial	year	only (0.0006)

R-squared 0.163 0.167 0.17 0.215 0.176

Demographic	Controls No No Yes No Yes
Firm	Controls No No Yes No Yes
Firm	Fixed	Effects No No No Yes No

Dependent	variable:	annual	log	change	in	hours	of	job	stayers	
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Table 3: Characteristics of distributional statistics. Washington State firm sample, 2004-2007

Zero	mass Excess	zero	
spike

Missing	mass	
left	of	zero

25-75	
dispersion

Employer	size	<	50 3.716** 4.250** 1.957** -6.775**
(0.189) (0.237) (0.331) (1.347)

Employer	size	>=	50	and	<	250 2.001** 2.443** 1.358** -6.531**
(0.123) (0.154) (0.215) (0.878)

Employer	size	>=	250	and	<	500 0.85** 1.037** 0.699** -3.392**
(0.164) (0.205) (0.286) (1.164)

Employer	size	>=500	and	<	1000 0.679** 1.000** 1.101** -1.340**
(0.162) (0.202) (0.282) (1.15)

Median	wage	change	 -0.06** -0.154** 0.078** -0.438**
(0.009) (0.011) (0.015) (0.062)

Share	salaried	workforce 0.01** 0.009** -0.019* 0.209**
(0.003) (0.003) (0.005) (0.019)

Share	part-time	workforce 0.009** 0.015** -0.042** 0.186**
(0.003) (0.004) (0.005) (0.02)

R-squared 0.148 0.164 0.097 0.257

Firm	size,	industry,	and	worker	controls Yes Yes Yes Yes
Weighted	by	employment Yes Yes Yes Yes

Dependent	variable
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Table 4: Relationship between net employment growth and excess zero spike

Washington State firm sample, 2004-2013

Includes	
interaction	
effects

Excludes	
years	2004-
2007

Includes	
firm	fixed	
effects

1 2 3 4 5

Spike0	(excess	zero	mass	2004-2007) 0.083 -0.023 0.126 0.195
(0.109) (0.134) (0.099) (0.155)

Spike0	*	GR -0.314** -0.254** -0.259** -0.299** -0.314**
(0.094) (0.078) (0.085) (0.115) (0.050)

Spike0	*	Change	in	revenue	(<0) -0.011** -0.014** -0.010**
(0.003) (0.005) (0.002)

Spike0	*	Change	in	revenue	(<0)	*	GR 0.011* 0.013* 0.011**
(0.005) (0.006) (0.003)

Change	in	revenue	(>0) 0.284** 0.286** 0.277** 0.249**
(0.022) (0.021) (0.034) (0.010)

Change	in	revenue	(<0) -0.321** -0.250** -0.260** -0.206**
(0.037) (0.041) (0.06) (0.012)

Change	in	revenue	(<0)	*	GR -0.170** -0.168** -0.175**
(0.034) (0.046) (0.013)

R-squared 0.23

Includes:

Quadratic	terms	for	revenue	change X X X X

Firm	size,	industry,	and	worker	characteristics X X X X

Year	controls X X X X X

Firm	fixed	effects X

Notes:	*	significant	at	0.05,	**	significant	at	0.01

Dependent	variable:	net	employment	growth
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Table 5: Relationship between net employment growth and other DNWR measures

Washington State firm sample, 2004-2013

Spike0 ZeroMass MMleft 25-75	dispersion
DNWR	*	GR -0.314** -0.168** -0.276** 2.772**

(0.050) (0.040) (0.028) (0.771)
DNWR	*	Change	in	revenue	(<0) -0.010** -0.005* -0.004* 0.145**

(0.002) (0.001) (0.001) (0.024)
DNWR	*	Change	in	revenue	(<0)	*	GR 0.011** 0.007** 0.006** -0.257**

(0.003) (0.002) (0.002) (0.052)
Change	in	revenue	(>0) 0.287** 0.240** 0.249** 0.248**

(0.020) (0.010) (0.010) (0.010)
Change	in	revenue	(<0) -0.310** -0.200** -0.196** -0.263**

(0.039) (0.013) (0.013) (0.013)
Change	in	revenue	(<0)	*	GR -0.175** -0.187** -0.197** -0.108**

(0.013) (0.015) (0.017) (0.014)

R-squared
Includes:
Quadratic	terms	for	revenue	change X X X X
Firm	and	year	fixed	effects X X X X

Notes:	*	significant	at	0.05,	**	significant	at	0.01,	†	significant	at	0.10

DNWR	measure

Dependent	variable:	net	employment	growth

41



Table 6: Relationship between employment flows and excess zero spike

Washington State firm sample, 2004-2013

DNWR	measure=spike0
Net	Employment	
Growth	Rate

Job	Destruction	
Rate

Job	Creation							
Rate

Hiring										
rate

Separation	
rate

DNWR	*	GR -0.314** 0.190** -0.123** -0.024** 0.016†
(0.050) (0.037) (0.026) (0.008) (0.008)

DNWR	*	Change	in	revenue	(<0) -0.010** 0.008** -0.002** -0.002** 0.000
(0.002) (0.001) (0.001) (0.000) (0.000)

DNWR	*	Change	in	revenue	(<0)	*	GR 0.011** -0.008** 0.002† 0.001** 0.000
(0.003) (0.002) (0.001) (0.000) (0.000)

Change	in	revenue	(>0) 0.287** -0.074** 0.175** 0.046** -0.005**
(0.020) (0.007) (0.005) (0.002) (0.002)

Change	in	revenue	(<0) -0.310** 0.187** -0.020** -0.013** 0.030**
(0.039) (0.009) (0.006) (0.002) (0.002)

Change	in	revenue	(<0)	*	GR -0.175** 0.149** -0.026** -0.030** 0.005*
(0.013) (0.010) (0.007) (0.002) (0.002)

R-squared
Includes:
Quadratic	terms	for	revenue	change X X X X X
Firm	and	year	fixed	effects X X X X X

Notes:	*	significant	at	0.05,	**	significant	at	0.01,	†	significant	at	0.10

Dependent	variable
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Figure 1: Distribution of hourly wage changes of job stayers. Washington State, 1998:2-2013:2
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Figure 2: Distribution of hourly wage changes of job stayers. Washington State, 2005-06 vs 2009-10
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Figure 3: Variation in hourly wage change distribution over time

(a)	Percentiles	of	the	hourly	wage	change	distribution

(b)	Mass	at	zero,	excess	zero	spike,	and	missing	mass

(c)	Kelley	Skewness:	(P90-P50	-	P50-P10)/(P90-P10)
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Figure 4: Distribution of hours and earnings changes of job stayers

(a)	Annual	hours	change	distribution

(b)	Annual	earnings	change	distribution
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Figure 5: Variation in hours and earnings change distribution over time

(a)	Percentiles	of	annual	hours	distribution

(b)	Percentiles	of	annual	earnings	change	distribution

(c)	Kelley	skewness	of	annual	hours	change	and	earnings	change	distirbutions
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Figure 6: Earnings change decomposition. Washington State, 1998-2013

-	weekly	hours	>=35	in	initial	year	only

Change	ln(Annual	Earnings)	>=	0
-	weekly	hours	>=35	in	initial	year	only

R-squared

Demographic	Controls
Firm	Controls
Firm	Fixed	Effects

Average	change	in	hours	is	-0.06%
Regressions	at	the	individual	level	with	over	9	million	job	stayers	in	the	pooled	sample
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Figure A.1: Distribution of hours worked and change in hours, Washington UI data, selected years.

(a)	Distribution	of	weekly	hours	paid	in	2006,	two-year	job	stayers

(b)	Distribution	of	change	in	weekly	hours	paid	in	2009,	by	hours	paid	in	2008,	two-year	job	stayers
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